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Obtaining reliable state preparation protocols is a key step towards practical implementation of many quantum technologies, and one 
of the main tasks in quantum control. 
In this work, different reinforcement learning approaches are used to derive a feedback law for state preparation of a desired state in 
a target system. 
In particular, we focus on the robustness of the obtained strategies with respect to different types and amount of noise.

Comparing the results indicates that the learned controls are more robust to unmodeled perturbations with respect to simple 
feedback strategy based on optimized population transfer, and that training on simulated nominal model retain the same advantages 
displayed by controllers trained on real data. 

In this figure we represent the highest value of 
noise intensity α that can be handled by each 
controller while maintaining a fidelity of at least 
0.9 in order to prepare state ρtarget = |2X2|. 
Missing points in the curve indicate that the 
target fidelity cannot be guaranteed.

Examples of necessary number of timesteps to 
achieve fidelity ≥ 0.9

We train and validate our model on a qutrit system. We consider Nα the noise superoperator, with the parameter α to weigh the amount of noise injected in the system and Mεl  the 
measurement superoperator corresponding to the outcome l and the inaccuracy ε. We define βt as the control law.
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