Finanziato 22 % Ministero : '
dall'Unione europea {09 dell'Universita [taliadomani /— NQSTI

Lo
- MNational Quanturm Science

NextGenerationEU “aE e della Ricerca D! RIPREGA E RESILIENZA and Technology Institute

DETECTION OF NOISE CORRELATIONS IN TWO ULTRASTRONGLY COUPLED QUBITS VIA MACHINE LEARNING

Uni IO £ ASTRONOMIA D. Fasone1'2, S. Mukherjee1, E. Palacllno1'3'4, and L. Gialwlwelli1'3, G. Falci! 34 N/
C “ETTORE MAJORANA" ! Dipartimento di Fisica e Astronomia “Ettore Majorana”, Universita di Catania, Via S. Sofia 64, 95123 Catania, Italy ?F LEUNHRDD
2 Dipartimento di Fisica - Universita degli Studi di Napoli Federico Il - Complesso Universitario di Monte Sant’Angelo - Via Cinthia, 21 - 80126 — Napoli, Italy
3 INFN, Sezione di Catania, 95123, Catania, ltaly

* CNR-IMM, UoS Universita, 95123, Catania, ltaly

Abstract: We investigate a machine learning based classification of noise acting on a two qubit system with the aim of detecting noise correlations, and the interplay with Markovianity. We study a ultra
strongly coupled two qubit system which can be reduced to an effective three-level system under some particular choice of parameters and approximations. We then control the system using the well
known Stimulated Raman Adiabatic Passage (STIRAP) protocol to achieve effective population transfer from ground state to the doubly excited state of the system. We use the efficiency of population
transfer under different combinations of external drive amplitudes as inputs to train a feedforward neural network. We show that supervised learning can classify different types of classical noise acting
locally on the qubits and affecting the overall system dynamics. In particular as noise models we take into account three non-Markovian (quasi-static correlated, anti-correlated and uncorrelated) and two
Markovian noises (correlated and anti-correlated) that are classified with significant accuracy. ( Email: shreyasi.mukherjee@dfa.unict.it)

System of interest Caculation of efficiency

e We consider a system of driven two ultra-strongly coupled qubits subjected to classical noise. . i .
a5y - JH | | ) coRTe e Non-Markovian noise — l%|(/1(t)> = H(t)|Y(t)).

e [he total Hamiltonian of the system is: H = Hy + Hc + Hpoise wWhere

qubit 1 qubit 2 single trajectory efficiency &l = 5({)(].}(")) — |<L/J(tf)|1>|2’
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where Q(t) = Qp(t) cos(wpt) + Qs(t) cos(wst)
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e Markovian noise — p(t) = —|Hg + Hc(t), p(t)] — %(bzp(t) + p(t)@2 — ZOp(t)O),

~

with O = —%1(t)(0f ® T + NIy ® 05), (X1(t)x(t')) = vo(t — t') and (X(t)) = 0.

efficiency & = Tr {|1)(1|p(t)} .

Dataset generation

We assess efficiency under three conditions [1]:
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Input to our model!

e In a rotating frame performing RWA and choosing single and two photon resonance condition Q(max)  H(max)

. . — maximum pulse am-
Op=c+Z2—wp=0, 0s=¢e—2— ws=0)respectively and in USC (g ~ ¢ P >
(9 T2 P > 2 — ws =0)res J € g~ ¢) plitudes.
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4-level system (without noise)— 3-level system e » /.\
- Oplt) (s(t)
H = 10)(2| + 11)(2] + h.c.
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e [he noise leads to two-photon detuning, and cou- i
pling of level |3). Consequently, the 3-level system ol . :
picture becomes inaccurate. \ :
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Stimulated Ramman Adiabetic Passage (STIRAP)

Methodology

e adiabatic protocol (efficiency & 1
artabatt | ( ) | 1. randomly choose n(correlated) / o (uncorrelated) / y(Markovian)

e counter-intuitive pulse sequence . L
2. calculate efficiency under the three above conditions

e Under two photon deunning condition — |¢p(t)) = cos O(t)|0) — sin O6(t)[1)

(Dark state), where 6(t) = tan™ (g':—gt;) .

3. repeat

e Non-Markovian quasistatic:

[Y(t)) = 10) — |‘/J(tf)>tal‘get =[1). 1. correlated noise: 500 samples with n € [0.1, 5],

2. anti-correlated noise: 500 samples with n € [—5,—-0.1],

3. uncorrelated noise: 500 samples with o1, oo € [0.002, 0.05]e.

e Markovian:

Populations

4a. correlated noise: 500 samples with n € [0.1,5], y € [0.0001,0.001]e~"

0 4b. anti-correlated noise: 500 samples with n € [—5,—0.1],
400 200 0 2 ' y €[0.0001,0.001]e".

tQmax

Rabi frequency (arb. units)

We point out that our aim is not to achieve efficient population transfer, but to take advantage
of STIRAP to get information on the noise that affects the system and deteriorates effi~iency.

Results
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e Non-Markovian quasistatic:

) . Figure 1: (a) Accuracy and (b) value of the cost function, for the validation (orange) and training
1. correlated noise: XZ(t) = X1 (t): with I > O: (blue) sets versus the number of epochs of training. The accuracy on the test set is A =~ 0.9.

2. anti-correlated noise: xy(t) = nxq(t), with n <0, o 3 -level system [2]

3. uncorrelated noise: x»(t) and xq(t), are independent from each other.
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4b. anti-correlated noise: xy(t) = nxq(t), with n < 0.
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Figure 2: (a) Accuracy and (b) value of the cost function, for the validation (orange) and training
(blue) sets versus the number of epochs of training. The accuracy on the test set is A = 0.81.




