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What affects what and how? 

Aim: 1. To find causal influences among the labs.
      2. To find  mechanism behind influence.

Correlation does not imply causation! Signalling 

All these causal mechanisms are equivalent 
on the level of correlations, i.e., 𝑝 𝑎, 𝑏, 𝑐  is the 
same. If yes, ⇒ 𝐵 ⊀ 𝐴.

𝑝 𝑎 𝑥, 𝑦 ≟ 𝑝(𝑎|𝑥)

Process matrix framework
𝑊	represents a process connecting the 
parties and can be reconstructed using 
tomography. 

A DAG representing a quantum causal model. 
Two channels connecting the parties: 𝑇!!

" "# and 𝑇!!
$"! ##

• A Hermitian operator 𝑆 is a witness of set 𝒲 if  
𝑇𝑟 𝑆𝑊 ≥ 0	∀	 𝑊 ∈ 	𝒲

• Hyperplane separation theorem: 
     For 𝑊$ ∉ 𝒲	 ∃	𝑆$	such that 𝑇𝑟 𝑆$𝑊$ < 0

Algorithm:

1. Consider a causally ordered set 𝒲.
2. Guess a process 𝑊%.
3. Search over the set of witnesses to obtain a witness 𝑆% such that 

𝑊% ∉ 𝒲 using SDP.
4. Measure the witness experimentally.

Output: Negative overlap ⟹ 𝑊&'( is not compatible with set 𝒲.

Input: 1. Number of parties.
   2. Dimension of each input and output systems.
   3. Process matrix.
 

Algorithm:

 1. Identify open ends.

 

𝑊 = 𝑇𝑟) 𝑊 ⊗ 𝕀)/𝑑) where 𝑋 = 𝐶* , 𝐷*

 

2. Identify causal sets.

 

3. Identify causal arrows.

 

4. Test for Markovianity: 𝑊	≟	𝑊!! ⊗𝑊!"#"! ⊗𝑊!"$#! ⊗𝑊""+! ⊗ 𝕀	#"+"

 

Output:

 

𝑊 = 𝜌!! ⊗𝑇!"#"! ⊗𝑇!"$#! ⊗𝑇""+! ⊗ 𝕀#"+"

 

§ Problem: Multiclass classification: thirteen possible labels (different 
signalling in three party processes) 

§ Model description: Artificial Neural Network
§ Features: Counts corresponding to informationally incomplete set of 

operations; model with 98% accuracy with 200 shots per instrument. 

Model accuracy with 
Gaussian noise

Model accuracy with 
multinomial noise

Reduced process approach

Given a large process matrix 𝑊!"#$% , the 
causal discovery algorithm as well as SDP 
becomes inefficient. To find signalling in such 
cases, find reduced processes with two party 
at a time as 𝑊!" = 𝑇𝑟#$%𝑊!"#$% and use any 
of the above methods.

Tr-𝑊 = Tr* Tr- 𝑊 ⊗ 𝕀"

/"
where, 𝐼 = 𝐷- , 𝐵- , 𝐶- and O = 𝐵* , 𝐴*# , 𝐴*$ 	respectively.


